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Abatement, cqﬁsumption,‘capital, and pollution
accumulation in an optimal programme

Justine S Ghassemi, Michael R Caputo ' o
Department of Ecgnomicu, University of California, Berkeley, CA 94720, USA

The authors develop an optimal control model in which abatement and con-
. sumption are chosen to maximize the present discounted value of utility subject
to the dynamical system governing the accumulation of the stocks of capital and
pollution. The steady-state comparative statics and welfare effects of techno-
logy and preference shocks are derived and discussed. The strength of the
model lies in its separation of the consumption and abatement choices, which
best reflects the trade-offs faced by policy-makers, and alters or expands some
of the conclusions reached by previous researchers who haye studied problems
of less generality.

Introduction . .

Some empirical evidence on the relationship. between economic growth and the environment
“is starting to-mount. One of the more in-depth studies in this area is the recent paper by
Grossman, Krueger (1995). In order to study the relationship between pollution and growth,
they estimated reduced-form equations that relate per capita income to various environmental
indicators. They concluded ‘contrary to the alarmist cries of some environmental groups, we
find no evidence that economic growth does unavoidable harm to the natural habitat. Instead,
we find that while increases in gross domestic product (GDP) may be associated with worsening
environmental conditions in very poor countries, air and water quality appear to benefit from
economic growth, once some critical level of income has been reached’. They also pointed to
the consistency of their empirical findings with those of others. What is most relevant for our
. purposes is that, in instances where economic growth has been associated with.environmental
improvement, they believe there is little evidence to suggest that it has been an automatic one.
_Rather, such countries that have grown and reduced pollution have engaged in an active pro-
" cess of abatement. 1t is exactly this empirical feature that our optimal growth model is de-
signed to capture: the ability of a country to both create and abate pollution in an optimal
lan. : : .
P In order to propose a ‘solution to environmental problems one must first understand the
fundamental economic forces and trade-offs that shape a country’s choices of abatement,
consumption, and capital and pollution accumulation. One of the first theoretical papers in
economics that investigated such a consumption—pollution trade-off is by Forster (1973a). He
ignored growth considerations, and thus assumed that output in each period was fixed and
constani over time, In this manner, Forster (1973a) simplified the optim&l control problem,
so that it was only necessary to choose the time-path of consumption, for, once it was deter-
mined, abatement was computed residually from the exogeneity of output. He, therefore, did
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not allow society to choose its co i i i
pendently, something that we all:\svugftil:z:: ?nz?;‘fmem retes of the polltion stock inde-
: F:IOSCI: in .spirit to our research is another paper by Forster (1973b). His main éoncer
was investigating the effect of adding a flow pollutant into the nec-classical optimal rowtg
moc.lel. B"y treating pollution as a flow which enters the instantaneous utility functigén he
avoided introducing a second-state variable, thereby permitting direct comparison with' the
arc.hetypc neo-classical optimal growth model. Since output is not fixed in the neo-classical
optimal growth model, abatement and consumption are chosen as independent control vari-
ables analoggus to our model. His main conclusion was that, in the presence of a flow pollut-
ant, the 'opumal steady-state levels of capital and consumption are lower than ih the
:\;ea::i-::sl?;:é;aelrz;osto;y&e. ltJnf‘;)rtunately, Forster (1973b) did not investigate the comparative
s of the steady state of hi i i
s properties of the ste th)i's papeglf his model, nor did helconmder stock pollutants, both
In a more recent and comprehensive paper, van der Ploeg, Withagen (1991) presented a
smorgasbord of optimal growth and pollution control models and discussed the similarities

and difference of their solutions. Most relevant to our works is their pollution control and -

optimal growth model of Section 4 of their paper, which they discuss later in Section 7 as
well. This model of theirs differs from ours in three important ways: (i) they assumed that the
flow of. pollution is a function of output and thus the capital stock, while we assume it to be
a funf:uon of consumption; (ii) they assumed that the decay rate of the pollution stock is a
function of the abatement rate, while we assume it to be a constant; and (iii) they assumed that
1hc.abatemcm rate affects the rate of change of pollution stock only through the decay rate

while we assume that it affects the rate of change of the pollution stock independently o%
nature's own cleansing ability. They showed that if the discount rate is small enougH, then the
s:eady state is a local saddlepoint, but concluded that the steady-state ‘compatative statics cal-
culations are rather tedious and do not lead to unambiguous outcomes.” This quote is in sharp
con'trast to the resuits obtained here, where over one-half of the steady-state comparative
statics are unambiguous. Moreover, we consider 2 more comprehensive set of parameter
shocks to the steady state and include a discussion of their effects on society’s welfare.

) Our contribution to the literature is thus four-fold: (i) we explicitly allow for consump-
tion and abatement to be independent decision variables, and thus model the more realistic
c'apital accumulation and pollution accumulation.trade-off; (ii) we investigate the Jocal stabi-
Iuy.properties of the steady state in a more general model; (iii) we conduct a comparative
statics investigation of the steady state, considering perturbations in preference and techno-
logy parameters and the social rate of discount; and (iv) we investigate the welfare effects of
perturbations in preference and technology parameters. By allowing for part of the aggregate
output of the economy to be uzed for the pollution abatement, we capture the cssential trade-
off between capital investment and abatement. All else the same, capitdl investment leads to

higher future output and consumption, but also to a higher stock of pollution. In contrast,

abatement expenditures lead to a lower stock of pollution, but at the cost of lower future
output and consumption, ceterus paribus. Moreover, by modelling such a trade-off, we ac-
count for the types of choices encountered by decision makers that earlier research has ig-
nored. c .

Economic interpretation of the model

Consider an economy in which output Y is a function of the capital stock K and the techno-
logical efficiency of production o, say Y = f(Kio). In each time:period, society allocates
its income Y between consumption C, gross investment I, and pollition abatement A; there-

7

fore Y = C + A + 1. Gross investment can be sub-divided into net capital investment K and
replacement K, where 8, > 0 is the depreciation rate of capital. The breakdown of income
can, therefore, bé written as f(K;o) = C+ K +A+dK. Pollution abatement is defined

as income spent to clean up the pollution stock.

The state of the economy is described not only by the stock of capital, but also by the
stock of pollution present at time t. Consumption contributes directly to the accumulation of
pollution, while abatement and nature’s own cleansing ability, 8,A, lower the rate at which
the poliution stock accumulates, where 3, > 0 is the natural decay rate of the pollution stock.
Since, in general, both production and consumption are activities thatlead to the accumula-
tion of pollution, our model employs the simplifying assumption that consumption is the only
polluting factor, While this is less general than allowing the rate of accumulation of the pol-
lution stock to depend on output and consumption, such a simplifying assumption is employed
because it sharpens the economic intuition and insight obtained from the model. Moreover, it
simplifies the mathematical analysis of the relatively complicated two-state optimal control
problem, which is a ¢lass of control problems from which it is notoriously difficult to extract
qualitative information. » :

Along an optimal path, society will act to tmaximize the present discounted value of in-
stantaneous utility given the social discount rate r > 0. Instantaneous utility U is affected
directly and positively by consumption, but negatively by the stock of poliution present in the
environment. Utility is also indirectly affected by society’s choices of consumption, abate-
ment, and investment in capital. Consumption lowers utility indirectly through its impact on
the accumulation of the pollution stock, and through reduced capital accumulation and,
hence, lower future output and consumption. Abatement also has two indirect effects on uti-

lity, one positive; through reduced pollution levels, and one negative through reduced capital
accumulation, and, therefore, lower future output and consumption, Similarly, capital invest-
ment has a positive indirect effect on utility due to its positive effect on future production,
and, hence, consumption, but it also negatively affects utility through its indirect effect on the
pollution stock through the increase in future output and consumption. ]

The socially optimal time-paths of abatement and consumption are, therefore, defined to
be the solution to the following intertemporal maximization problem:

AW.C)

®  V(Kg Py B)i= max IU[C(&), P(); g ps)e 7t
! .

st K@ = TK®0] - CO = AW = 3K0, KO = K
B0 = glCMixd - BIA®M;ol - 3P0, PO) = P,

‘A® 20, 1) 20, K© 20, P(R) 20

where P 1= (0, Oy, O &y (x,; 8, 8y, r) denotes a vector of time-independent exogenous

parameters of the problem. The parameters (0,0, are preference shifters, while (o, 2,.0)
are technology shifters. Theit economic interpretations will be made more transparent when
ics are pre-

the assumptions of the model are discussed and the steady-state comparative stat

sented.
- The following assumptions are placed on-the model:
U:R2 x R R, (R, X RaR,, g R, X R R,, K, xR R, and the funixc.n;)s

are of class C® on their domains.
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U > 0,0, >0,Ug <0, Uy =0, Uga, > 0, Ug,, =0,

Up <0, Uqy >0, Uy, <0, Uy, 20, Uy, > 0 (A.2)
f0io) = 0, fg > 0, fig < 0,8, > 0, £, >0 L LA3)
g0ia,) =0, 8. > 0, g > 0, 8y <0, Beoy < 0 : (A.4)
h(0:e) = 0, h, > 0,'h,, < 0, hy > 0,h,, >0 (A:5)

3 a bounded interior solution to the necessary conditions of the opti ‘

( ptimal control problem (P)
Y0 e B(8% ,), where 6 := (K, Py, B) and 8° R, is a fixed value of 0, denoted by the
vector (A,C.K,P.A,,A,) = [A%t:0), Co(t;8), K°(t;9), P(t;0), A3(1:6),29(1;6)], where A, and
A, are the current value costate variables corresponding to the state variables K and P, re-
spectively. " ‘ (;\ 6)

T'he bounded interior solution to the necessary conditions of (P) converges to an interior and
simple steady-state solu;i_on of the necessary conditions as t —» +ee, the latter of which is
denoted by the vector [A"(B),C"(B), K%(B), P*(B), A1B),1A3(B)], which exists VBe B(Be; ),
where e e R? _, : (A7)

Assumption (A.1) defines the functions as elements of the set of twice continuously differen-
tiable functions, a standard assumption when the differential calculus is employed as the tool
of analysis and the focus is on the qualitative properties of the model, as it is here. Assump-
tion (A.2) asserts that the instantaneous utility function is increasing in consumption but at a
decreasing rate, i.c., there is positive but decreasing marginal utility of consumption. It also
asserts that utility decreases at an increasing rate with the pollution stock. That is, each ad-
ditional unit of pollution present in the environment causes a greater loss in utility than did
the unit before it. This is a logical assumption since, as pollution increases, a clean environ-
ment (a scarce resource) becomes increasingly valuable. Thus, each additional unit of poliu-
tion will cause a greater loss in utility than did the previous one. The marginal utility of
consumption is assumed to be independent of the pollution stock. This simplifying assump-
tion is made for the same reasons that were given in the above discussion of the differential
equation governing the accumulation of the pollution stock. In addition, an increase in the
parameter a, is assumed to increase the marginal utility of consumption, while an increase in
the parameter a, is assumed to lower the marginal disutility of the pollution stock.
Assumption (A.3) asserts that the capital stock is essential to production and exhibits a
‘positive but declining marginal product. Furthermore, as the parameter ¢, increases, so too
does the marginal product of capital and output, Assumption (A.4) states that the rate of
pollution accumulation is an increasing strongly convex function of society’s consumption
rate. and the pollution does not accumnulate if consumption is zero. In addition, an increase in
a, decreases the marginal effect that consumption has on pollution accumulation. Assumption
(A.5) asserts that the marginal product of abatement is positive but declining (i.e., less pol-
lution is removed at the margin for each additional unit of abatement), and that no pollution
is removed when abatement is zero. Moreover, an increase in the parameter o, increases the
marginal product of abatement. Assumptions (A.6),and (A.7) state that a bounded interior
solution to the necessary conditions of the control problem exists which converges to the
steady state of the problem. Since consumption, pollution, capital, and abatement are
bounded positive policy variables in an aggregate economy, these assumptions align our
model with realistic empirical features and eliminate the need for us to dwell on tangential
mathematical details which are unimportant, given our qualitative focus in the paper. Finally,
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note that a simple steady state is, by definition, one in which the Jacobian matrix (11) of its
associated dynamical system (10) has a non-zero determinant. .
Define the current value Hamiltonian as

H(A,C.K,P,A,AiB) = UC,Pia,a) + A [f(K;e,) - C - A - §K]

+ M[g(Cier)) ~ h(A;ar) - 8,P] ¢y
By Theorem 3.12 of Seierstad, Sydsacter (1987; 234), the necessary conditions include:
Hg = U(Ciot)) = Ay + Mg (Cia) = 0 (2a)
H, = A = Ah,(Ajag) = 0 (2b)
Ay = 1A = Hg = 1A, =}, [((Kio) - 8,]° (2c)
A, =y~ Hp = (x + 6,)'&2 - Up(Piay) ' (2d)
K =H, =fKo)-C-A-3K (2¢)
P=H, = gl(C;ou) - h(A;a) - 8,P. @n

Before discussing the implications of the necessary conditions, we will show that thg bounded
interior solution to the necessary conditions that converges to the steady-state sglutlon'o_f the
necessary conditions is the unique solution to the control problem under a mild additional

. assumption. First, recall that (i) U is a strongly concave function of (C,P) by (A.2); (ii) Af

is a strongly concave function of K by (A.3) and the fact that A > 0 along an optimal path
by (A.2), (A.5), (5), and {(6); {ii) A,g is a strongly concave function of ‘C b}f (A..4) and the
fact that A, < 0 along an optimal path by (A.2) and (5). Thus, the Hamiltonian is a sum of
additively separable strongly concave and linear functions o_f the state and cqmrol variables.
It, therefore, follows by Theorem 1.E.1 1(ii) of Takayama (1985) and 2 straightforward ca!-
culation that the Hessian matrix of the Hamiltonian with respect to the state and control vari-
ables is negative definite. Hence, by Theéorem 1.B.12(ii) of Ta'lcayama (1985), the
Hamiltonian is 2 strictly concave function of the state and control ‘va'nables. Moreover, as-
suming that the admissible values of the state variables possess a hmlf as t — +ee, the con-
ditions of Theorem 3.13 of Seicrstad, Sydsaeter (1987: 234) are satisfied. Hence, we can
conclude that the bounded interior solution to the necessary conditi_ons that converges to the
steady-state solution of the necessary conditions is the unique solution to the optimal control

problem (P).
We commence { t essa ; ‘
Equation (2d), a first-order differential equation in A, with integrating factor p(t) :

Multiplying both sides of (2d) by p(t) yields

he analytical discussion of the necessary and sufficient conditionj :vsgll'l
] o

4 [c-("*z); ;,1] = —¢~8M, [Pty o). : ©)]
dt . .

‘ i ’ PRrTy . 2] .
Integrating both sides of (3) with respect to t and dividing both sides by e * 32 gives

bgd \
Aa(t) = [ et OUp(PLEdicsds + el @

t
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as the g;neral s?lutior_l to (2d), _whcrc s is the dummy variable of integration and a is a con-
stant of integration. Sm‘ce A,(t) is the current value shadow cost of pollution at time t, we are
concerned with evaluating the integral from the present time t to infinity. ’

By (A.6), (A.7), and (4), _ : o

"_ml l:(t) - ,!','2, {Ie-(rdx)(i-l) UP[P(S);G.,]dS'O-ac("s’,'} exists.
t

As Ug is bounded along the optimal path by (A.1) and (A.6), and since (r + 52)(8 -'t) is non-
negative by the definition of the integral and the assumptions that the social rate of discount
and the natural decay rate of the pollution stock are positive, the limit of the integral exists.
But since e + 81 5 o0 ag t—s+oo, must be equal to zero in order for lim A,(t) to exist.
Hence the general solution (4) reduces to the following specific solution fo;'_;h”é current value
shadow cost of pollution: '

o

lz(l) o J9-("6')(’_'0”1:[P(S);a3]ds. | ©

This equation states that under optimal conditions the current value shadow cost of pollution
is equal to the current value of all utility lost due to the pollution in the environment from the
present time onward, discounted at the social discount adjusted for the natural decay rate of
the pollution stock. Since U, € 0by (A.2), A,(t) < 0Vt &(0, +¢0) in an optimal plan, exactly
as one would expect since the stock of pollution is bad. .

Equation (2b) can be rewritten as

-Mhy(Aiag = A, ©)

As A, < 0 as noted above and h, > 0 by (A.5), (6) implies that the current value shadow
price of the capital stock is positive in an optimal plan, i.e., A,(t) > 0 Vte(0, ++2). Equation
(6).asserts that in an optimal programme, society will choose to abate pollution until the mar-
ginal value of abatement (in terms of pollution reduction) is equal to the current value shadow
price of capital. At this point, there is no incentive for society to switch resources from abate-
ment to capital investment, or vice versa. This equation has no counterpart in the prototype
optimal growth and pollution control models. ‘
From (2a) we see that

UC(C.U-Z) = A'l - A'zgc(c;c(‘)- (7)

Equation (7) asserts that along the optimal path society will choose to consume at the point
where the marginal utility of consumption is equal to the true marginal cost of consumption,
the latter of which is comprised of the foregone utility due to consuming the marginal unit of
output rather than investing it in the capital stock (A,), and the utility decrease due to the
pollution caused by consuming the-marginal unit of output. Again, we see that when society
is operating along with optimal path, there is no incentive to reallocate resources between
consumption and investment in capital. More importantly, Equation (7) shows that, cereris
paribus, the optimal consumption rate in a model that accounts for capital, and pollution ac-
cumulatior is smaller than if only one, of these stocks is accounted for.
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Equation (2e) is a first-order differential equation deseribing the change in the-current
value shadow price of capital over time. Rearranging the terms yields

Ay o=@+ 8 A~ A f(Kiay). )

The first grouping in Equation (8) is the current value shadow rental cost of capital at time t.
Since f,(K;0.,) is the marginal product of capital, A,f (K;a,) is the marginal benefit from
investing in a unit of capital. Thus, Equation (8) represents the difference between the
shadow rental cost and the marginal benefit of capital at any point in time. Therefore, at any
t, there exists three possible cases for the comparative values of the shadow rental cost and

"“marginal benefit of capital: the shadow rental cost of capital is greater than, less than, or

equal to the marginal benefit of capital.

If (r + 3,) > f(K;a,), then the current value shadow price of capital is increasing over
time. Since the marginal product of capital is decreasing by (A.3), this implies that in order
to reach the steady-state stock of capital, society must disinvest in the capital stock. If
(r + 8, = f(K;e,), then the current value shadow price of capital is constant over time and
the capital stock is in a steady state, therefore, society will choose to maintain the current
amount of the capital stock. Finally, if (r + 8,) < f(K:«,), then the current value shadow
price of capital is decreasing over time. Analogous to the story above, it is now optimal for
sociéty to invest in the capital stock in order for it to reach its steady-state level.

Stability of the steady-state equilibrium

As our optimal control model includes two state variables, it, therefore, requires the use of a
four-dimensional phase diagram to graphically depict the dynamics. As a result, we cannot
use a phase portrait to provide a qualitative description of the optimal paths and their ap-

-proach to the steady state. We, therefore, follow the discussion of local stability from

Dockner (1985) in order to gain insight into the qualitative characteristics of the optimal
solution. To that end, first observe that the necessary and sufficient condition (2a) is indepen-
dent of A and (2b) is independent of C. Thus, since Hoo = Uge + Agee < 0by (A.2), (A.4),

“and A, < 0, the implicit function theorem and (A.1) imply that (2a) defines C as a tocally CV

function of (A, A,; 0, 0,). Similarly, because H,, = —Ah,, < 0by(A.S)and A, < p. the
implicit function theorem and (A.1) imply that (2b) defines"A as a locally C% function of
(A, Ay ). These short-run optimizing functions are denoted by

C = C(h, Ay 0y, ) (92)
A= A Ay o)

The’ comparative statics of these functions are given in Appendix I and are _importantl inputs
to the stability analysis and the steady-state comparative statics. Substnupng Equaflon .(9)
into the state and canonical differential equations (2¢)~(2f) yields the modified Hamiltonian

Dynamical System:

(9b)

K = f(K;a,) = C(hy, Ayi 0 @) = AQv, My o) -~ 3K (10a)
b = glCCh,, Ay 0y, @; @] = hIAG, Ay aiog] - 8,P (10b)
hy = lr + 8, - fKee)] (10¢)

(10d)

Ry = (F + A, - Up(Biay)..
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The steady state of Equation (10) is fou ing K p = A A

: ndbysetting K = p= 4, =4, =0 i
g:ra ::z ;t:;et ;:::lt ;;s‘t:ate t\)rardmblei; in ;erms of the parameters . The i'mplicii funct;:)l:xdt;::)‘;le!:rgl
_ an be done locally and will yield steady-state solutions 0
tions of the parameters as long as the Jacobian matrix of '({0). defined by thatare CO func:

’

&K K &K K]
X P @ @,
r * @ &
Ji= aK aP a;}" 5.2,.:
K @ A an
Sy By By Oy ‘
(oK P a, a,]

h_as a non-zero dgerminant when evaluated at the steady state. Because the steady state is
§lmple by (A.7), it follows from the definition of simplicity that there are no zero eigenvalues
in the spectrum of J, hence |J| # 0. The specific formulae for the elements of J are given in

Appendix 11. Since |J} # 0, the well-defined steady-state soluti 1
wDpendix L y solution for the state and costate

K=K @ ' (12a)

P=P (12b) .
A =M (12¢)
X = M), | (12d)

The steady-state values of the control variables are then found by substituting the steady-state
values of the state and costate variables given by Equation (12) into Equation (9) to yield

C = C'B) := CAYBA B ,] (132)
A = AYB) := A[AB)A(Ba). (13b)

The determinant of J reduces to the following expression using the results of Appendix II:

Ml

=zi_|a_iz[zm &K af'] ok, oK o ok,
FR T TN (14)

3K oP | AL, a\, O, Ok, | OK BN, 9P OA,

In general, given assumptions (A.1)-(A.7) and the assertion of dynamic optimization, we are
unable to unambiguously sign |J|. Therefore, by Theorems 3 and 4 of Dockner (1985: 96,
97). two conditions may hold for the local stability of the steady-state solution to our optimal
control problem: either we have conditional stability with a local saddlepoint property or
conditional stability with a local one-dimensional stable manifold. It is important to note that
for the economy to reach the stead)g state from an initial state that does not coincide with the
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steady state, as the optimal solution of (P) does, the steady state must lie on a stable manifold.
In other words, the steady state must at least be conditionally stable for problem (P) to be
consistent with the assumptions imposed on it.

From Lemma 1 of Dockner (1985: 93), we define

aPai,_aPai,](o

P or, o, P (13)

the sign of which follows from the results of Appendix IL. If |J| > 0, then by the Theorem
in Tahvonen (1991; Appendix), the sufficient conditions for the steady state to be locally
saddlepoint stable are satisfied. If, however, |J| < 0, then by Theorem 4 of Dockner (1985:
97), the necessary and sufficient condition for local one-dimensional stability of the steady
state is satisfied. By defining ¥ := (3K /A,)(@P/3A,) ~ (QK /0X,)(D P/3L,), it follows from
Equation (14) and Appendix II that ¥ 2 0 is a sufficient condition for the steady state to ex-
hibit local saddlepoint stability. We will, therefore, assume that ¥ 2 0 in the evaluation of the
steady-state comparative statics of the ensuing section. .

The local saddlepoint stability of the steady-state solution can be givena geometric inter-
pretation, even though, as noted above, it is not possible to draw the corresponding four-
dimensional phase portrait. In the four-dimensional phase-space defined by the modified
Hamiltonian dynamical system (10), the steady-state solution lies at the intersection of the
four corresponding isoclines, K =0, P=0, A, = 0, and iz = (. Under the sufficient con-
dition ¥ 2 0, the steady state is a saddlepoint, so that two eigenvalues of J have negative real
parts and two eigenvalues have positive real parts. This means that there exists a two-dimen-
sional manifold in the four-dimensional phase-space which contains the steady state, such that
if the solution to the modified Hamiltonian dynamical system starts on this manifold, it will
asymptoticaily approach the steady state. Given (K ,P,) sufficiently close to the steady state,
the injtial values of A, and A, can be chosen so that the solution to the modified Hamiltonian
dynamical system lies on this two-dimensional manifold and, thus, reaches the steady state
asymptotically. ’

If the eigenvalues of J are real, then the solution to the modified Hamiitonian dynamical
system that lies on the stable two-dimensional manifold converges asymptotically to the
steady state ag if it were a stable node. On the other hand, if the eigenvalues of J are complex,
then the solution to the modified Hamiltonian dynamical system that lies on the stable two-
dimensional manifold still converges asymptotically to the steady state, but now the optimal
paths converge in a spiral fashion toward the steady state as if it were a stable focus. Note, in
pasging, that the sufficient condition we use to guarantee that the steady state is a local
saddlepoint is not strong enough to determine if the eigenvalues of J are real or complex.

" Our use of the stability condition follows the Revised Correspondence Principle of
Brock, Malliaris (1989: Chapter 7), which states that the hypothesis of stability of the steady-
state solution together with economically meaningful a priori structural assumptions on the
integrand and state equations, lead to qualitatively useful steady-state comparative statics. In
other words, Brock, Malliaris (1989) advocate, and then demonstrate, the importance of us-
ing sufficient conditions for stability of the steady-state solution in ord«_:r to.derive refutable
‘steady-state comparative statics. We follow this methodological principie in that the suffi-
cient condition ‘¥ = 0 for local saddiepoint stability of the steady-state solution is used to de-
rive refutable steady-state comparative statics. Thus, the use.of the stability hypothesis plays
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the same fundamental role as the maximization hypothesis, in that neither are directly observ-

able. but both lead to useful qualitative restricti i
ions on the observable variables -
meters of the underlying model. ' nd pasa

Comparative statics of the steady state

Table_ 1 disp}ays the steady-state comparative statics of the model. As the steady-state com-
parative statics for the parameter @, are ambiguous, they are omitted from the ensuing dis-
cussion _and the table. To read Table 1, simply note that the symbol that occurs at the
intersection of a given row and column (i.e. +, -, 0, 4) indicates the effect of an increase in
tt.:c parameter in that column on the steady-state value of the vatiable in that row. Note that
since all of the comparative statics pertain to the steady-state value of the variables, there is
no ne?d to continually repeat ‘steady state’ throughout this section.

First we examine the effects of a technology shock to the production function on the
stead_y state of the economy, When the production technology parameter @, increases, the
marginal-and total product of capital increase by (A.3). The positive productivity shock leads
the economy to accumulate more capital and, consequently, place a lower current value
shadow price on the larger capital stock, just as predicted by the neo-classical optimal growth
model. Such an inverse relationship between the capital stock and its current value shadow
price is akin to the law of demand. Society, however, will nor devote all additional income to
consumption and capital investment, as is predicted by the neo-classical optimal growth
model. It will, instead, choose to also increase’abatement expenditures in order to reach a
steady state that is deemed more acceptable in the presence of pollution. The effect of the
productivity shock on the pollution stock and its current value shadow cost, however, is in-
determinate, since consumption, the capital stock, and abatement are all higher in the new
steady state. An application of the Dynamic Envelope Theorem of Caputo (1990) to (P)
shows that the effect of an increase in the productivity of the capital stock on society’s ‘wel-
fare is given by

"o
Ie‘" (6O, [K"(t;e);a‘]dt >0

A .

since t",l| > 0 by (A.3) and A (;8) > 0. Thus, the maximized present discounted value of
social utility increases with a positive technology shock to the production function, and,
hence, society is better off even if the steady-state stock of pollution is higher.

veE)
ac"I

Table 1, Comparative statics of the steady state

Variables Parameters
@ o o o & v

K + 0 0 0 0 -
P° + + 40 - =z =
X, - + * x x £
A x - + + o+ %
A + = e g = o=
c + + + + +

H
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An increase in the parameter o, represents a shift in preferences that causes consumption
to be valued more highly at the margin by (A.2), i.e., the marginal utility of consumption is
higher due to the increase in o,. The increased marginal utility of consumption, surprisingly,

" has no effect on the capital stock and, therefore, on income, exactly as predicted by the neo-

classical optimal growth model. The reason for this can be seen in the steady-state version of
Equation (8), fy (Kio) = r + §,, which shows that the capital stock is unaffected by any
change in preferences, since neither the marginal cost nor the marginal product of capital are
affected by a change in any parameter-that enters the instantaneous utility function. Since
capital is an input to production and thus consumption, the current value shadow price of
capital incréases due to the increase in the marginal utility of consumption, exactly as pre-
dicted by the neo-classical optimal growth model too, The pollution stock also increases since
people now care relatively less about poliution, and, as a result, the shadow cost of pollution
increases, that is, becomes more negative. An analogous calculation in Forster's (1973a)
model (he did not actually perform such a calculation) similarly predicts the rise in pollution,
but comes to the opposite conclusion with respect to its shadow cost. The inctease in the
marginal utility of consumption also results in a decrease in abatement, with an ambiguous
change in consumption, however - the latter result contrasting sharply with the prediction of
no change in consumption from the neo-classical optimal growth model and an increase in
consumption from Forster’s (1973a) model. Thus, the higher stock of pollution is due in part
to the reduction in abatement, implying that even if consumption is lower, this does not offset
the fall in abatement. By the Dynamic Envelope Theorem

.o e

since U__ > 0 by (A.2). Thus, society’s welfare increases when tlge marginal utility of con-
sumption rises even though the steady-state stock of pollution is }.nghcr. ) o

‘An increase in the parameter o, represents a preference shift in the margm:.d disutility gt'
pollution by (A.2), whéreby society now experiences less disutility from pollut]on present in
the environment. When people derive less disutility from pollution, the capital stock and
'output are unaffected, since, as discussed above, the capital stock is unaffected by any change
in preferences. The stock of pollution increases or remains unchanged as th'c same level ?f
{ncome is redistributed .from abatement to consumption. A similar calculation in Forstgr 5
(1973a) model (again, he did not perform such a calculation) yields the same conclus!on,
Since the marginal disutility of pollution is now lower, so too is the shadow cost of pollution,
whiich i¢ also a conclusion that can be reached in Forster’s (1973a) rpodcl. The effect of th.e
shift in preference towards pollution on the shadow price of capital is, however, indetermi-
nate. Society is better off when pollution is considered less harmful even though the steady-
state stock of pollution is higher, for by the Dynamic Envelope Theorem

aavu(j) = Jo‘e-ﬂuu’ [P‘ (t;ﬂ);ft;]dt >0,

since U, >0 by (A.2).
An [mprovement in abatement te

which has no counterpart in Forster's

chnology is represented by a shift i_n the parameter ¢,
(1973a) model nor in the neo-classical optimal growth
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model. By (A.5), an increase in @ signifies that more pollution can be abated in total and at
the margin for a given amount of jncome devoted to abatement. When this technology shock
oceurs, the stgck of pollution fails, and, consequently, so does the shadow cost of pollution,
As in the previous discussions, the capital stock and income do not change, The current value
shadow price of capital, however, could increase or dectease. This is due to the fact that
abatefnem and consumption can increase or dectease as well. Unfortunately, in our four-di-
mensional dynamical system, we are unable to draw a phase diagram to examine the approach
paths to the steady state. It is possible that, in the short tun, abatement expenditures increase
due to the increased efficiency of the abatement technology, and consumption expenditures
decrease, This may cause less than optimal levels of pollution initially, so that in the long run,
_ahatemcm expenditures will decrease and consumption will increase until a new steady state
15 reached. We can unambiguously conclude, however, that the maximized present dis-
counted value of social utility increases with a positive shock to abatement technology, for by
the Dynamic Envelope Theorem. :

ave  f. .
E(;l = - [emas o, [A Gona, > 0
0
since ha5 > 0 by (A.5) and A2, (1;6) < 0.
Suppose that a country shifts production to industries with more biodegradable pollutant
by-products, ot that it uses biodegradable packaging for its consumable goods, Such a shift in
production can be represented by an increase in the natural decay rate of pollution &, . When

this parameter increases, the unchanged level of income is reallocated towards consumption

and away from abatement as society takes advantage of the increase in nature's abatement
productivity. Even so, the stock of pollution may be higher or lower in the new steady state,
Forster (1973a) reached the same conclusion with respect to consumption and pollution. If
the ex ante stock of pollution is ‘small’, then an increase in nature’s ability to clean itself up
will result in a larger ex post stock of pollution, perféctly consistent with lower, abatement
expenditures and higher consumption expenditures. On the other hand, if the ex ante stock of
pollution is ‘large’, then the ex post stock of pollution will be smaller as a result of nature’s
increased ability to clean itself up. Such a result is seemingly inconsistent with the realioca-
tion of income from abatement to consumption, but can be explained by a transitory phase in
adjusting to the new steady state whereby abatement is higher and/or consumption is lower,
Thus, in this instance, a policy reversal takes place in that the transitory effects on abatement
-and consumption due to the increase in &, are the opposite of the steady-state effects. The
marginal distillate of pollution in Equation (5) is now effectively discounted at a higher rate,
causing the shadow cost of pollution to be lovver.rl
model. The effect on the shadow price of capital is, however, ambiguous. Society is better off
due to the increase in nature’s ability to reduce the stock of pollution even if the steady-state
stock of pollution is larger, because by the Dynamic Envelope Theorem.

e, -—Je‘“ ® (GO)P*(:6)dt > 0
82 ') . ‘ S

since AS (:6) < 0 and P° (;0) > 0. . ]

Due to the introduction of pollution abatement as a control variable in our model, the
steady-state compatative statics of an increase in the social discount rate differ considerably
from those in a model without the abatement control variable. As expected, the capital stock
and income decrease with an increase in the social discount rate, exactly as predicted by the

neo-classical optimal growth model. Forster (1973a) found that consumption and pollution
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a result also predicted by Forster’s (1973a)

both increase when the social rate of discount increases, while, in the neo-classical optimal
growth model, consumption falls. In contrast, our model shows that the effect of an increase
in the social rate of discount on consumption and pollution is indeterminate once society is
allowed to spend part of its income on pollution abatement. The level of abatement, however,
decreases with the rise in the social discount rate.

Conclusion

The consideration to abate (and not just create) pollution is a natural and real choice, Recog-
nizing this empirical fact, we have developed an optimal control model of a two-state
economy to provide a better understanding of the trade-offs facing decision makers concern-
ing their choices of consumption, capital accumulation, pollution accumulation, and abate-
ment. While our model does not capture other important features that societies often possess,
we have, at least, added one dimension to the prototype optimal growth and pollution control
literature in an attempt to add a degree of realism.

Invoking a sufficient condition for local saddlepoint stability of the steady state, a com-
parative statics analysis of the steady state revealed the effects of preference and technology
shocks on the economy’s choice of consumption, abatement, the stocks of capital and pollu-
tion, and their current value shadow prices. Prototype steady-state comparative statics did
not always hold because of the introduction of abatetnent as a decision variable in our model.
Moreover, the welfare effects of these parameter shocks showed that, in some instances,
society was better off even though the steady-state stock of pollution was larger.
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Appendix |

The comparat?ve statics of the optimal controls given in (9) are found by substituting (9a) into
(2a) and (9b) into (2b) creating identities, and then differentiating the identities with respect
to the parameter or variable of interest using the chain rule. Such a recipe yields:

!

_x_g_l._<o. _Eg..___gc >0, ig_..—_.,utﬂ! >O' _a_(;_;__.._.._kzgc"‘ >0,
Ay Hee A, Hee d,  Heo B, Hec ’

oA 1 oA oA  Agh,, ’

o= <0-_—'5'—A—-<0,,——--z—-——-—’->0,

&k, H,, a;"z HAA 60(, " Hypa

where

Hee = Uee + Mfice < 0, Hyy 2 Aoy, < 0, e
all terms are evaluated at '

(CA = 60 Ayicy0), A Aiay)],

and assumptions (A.2)-(A.5) along with the signs of the costate variables were used to sign

the above comparative statics. The remaining comparative statics of
(C.A) = [CA Aoy, a), A Ay 0]

for the variables and parameters which they are not a function of are identically zero,
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Appendix 11

The elements of the Jacobian matrix (11) of the Modified Hamiltonian Dynamical System
(10) are given by:
K K _.&K__a oA __ &K_ aC oA

—— —- . =, S e — A --—-—-=—————-——><0, .
om0 = T T o, oA,

@ o ® o ok &k __ @ & . oA
— =0, ==-5, <0, ——=ge—=h, —=——15<l, ——=g.——=h, =0,
T B T TN N W MY N

o A o, ah.

b I .—-—LpO’ —= ), -—-L:O,

ok = Ml >0 om0 =0

aiz-— ‘ﬂ.Z_:» .0 £=O il:n& >0,
& =0 R0 5 =0 5, 2

i i2). and the results of
where all the terms are evaluated at the steady state. given by.( 3
Appendix I and assumptions (A.2)-(A.5) were used to sign the derivatives and to prove tt‘xat
dP/dh, = 3K /9M,, & result used many times to help sign the steady-state comparative statics

in Appendix III.
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Appendix 1}
The steady-state comparative statics for o, are given by:

The 9omparative statics of the_ steady state are found by substituting the steady-state solution
(12) into the steady-state version of (10) to create identities in B, differentiating the identities

with respect to the parameter of _imerest using the chain rule, evaluating the result at the 7 . .U ah . . Un ?L,_ &K Ql: v Up, o ﬂ(_ 5_1‘:
steady state, and solving the resulting linear system with Cramer’s rule. Following that recipe o x o .. Pay axr oy KON P <@ Ny - K oA, &P )
for o, ylelds: o, o, 7] ? By i * duy vl

. \ _® o, Mfxa, %.,.fn A : : . . .
L fxa, 50 P M, Iy 8K MK 0 The steady-state comparative statics for o, are given by:
Sy e 2 e »<

1 I 1 vl .

K, . A |foPor, &P S K oP" Ous DK OA, (BN, PAA,) ™ OK AA A,

o Mk o, S e — 2 T et S Yhar - <0,
oA} K “aK)\apoar, oa, oP Bog doy ¥l
hiad B <0,
o, Pl : : .

> 24 o . “Q&Q&@z(ﬂ_hh a&)@.ﬁ(h zlsa_xze_.«zr:%)

F Ml n b Eovp, M ov, a, 0K 8P\oh, "BA;) OK( %, B Ou, Py o
an, O, P |TKMAK T aK ). £ Ml - ’
I ><0, s
8a, I3 .

The steady-state comparative statics for o, are givﬁn by: ' 4 oA ail 612 [ ap ~h ﬁli).,. h‘ .%._ai{u 91'_2_

’ = e I T a.
oy oy K PO tA) KA ® o
Py . 1} . N f- s
Kook ok K ‘ dos . ol

oK* P Doy OK oA, \oh, SO, ) .. _
——-—-IO, —_—n >°, -

? 2 Wi b _ where

& ahy0b oy | O Oy Bhaf OB oK N ; o, & £ g o[ 220, E)etry 0L o0
i B B = il &z h,—|=(h ~Z <0 and h (hy +8c)
o, 20, KR, *%a, &K P (axz +3‘ax,]>0 ' [ax, e ( AtE)g oy A
dat, Hi . :
follow from Appendices I and II. )
& o2 a3 The steady-state comparative statics for 3, are given by:
_ K a0 oK
a0, 3K 3P \ah, < a, 0 : _ o
2o, i ’ E ok wa,@ﬁ%]
K oo A M)
—uf), —
where %, = 95, Ml
&K oA b aK] ‘ A ; . _ o . )
—-— . —en Tt ge— | = - —>0 ! s ; A, 8K P O
[ax.' "ee ax.] =~y + 80 3y, >0 and (ax, o) =M T8 @, O Rfy B . 5“{*2 " ]
. n ax. oK ak-z “apP op ak, 1 =0
— L. >0, —=m
] T 86, Pl

follow from Appendices I and II : ' , 85,
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The steady-state comparative statics for r are given by:

Koo, . a T X :
) 2, O XKaba, . ai
&K "o o, 'ap‘"<0 P ’*l‘"aggk—lg,j"»zgé‘l’- L
"‘_'ar IJ, , — = ”I ><0’ . ’

N 61_'(( ob ai, aPai,uJ_x o K b -

a 'oK(an, ap P A, 1K ., P -
a I ><0
_y, 9K P 2l 9\, oP 8K
* ' - —— 2_——-—-—
Py K kKo, 0
o ’J‘ >0,

ThF steady~sta.tc comparative statics of the optimal controls are found by differentiating .
(13) using the chain rule, evaluating the result at the steady state, and using the results of
Appendices I, II, and III. Following this recipe for steady-state consumption gives;

K o ahfobai, a,[ep ok

Mg, 2o+ =2 || S22 _CRa) B K

& L_[ e R ax] (ap &, op [ax, TEea,
o, Hecll >0

B, oM da, Bh, du, . dory

dob(ob ok :
o, R : w, )
da, HeclJl '

oL o,

= 0,
By Ohy Oy | Oh, oty

o, ab _ah,)( op K
P ax("’ap* ap](ﬁ*scax,)

—_—n >0,
%, . Hee Pl

Some
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' aan ol an
——es S 2 0,
o oo oy o

where the results of Appendices IT and IIT were used to simplify and sign the expressions,
- Finally, the steady-state comparative statics of abatement are given by:

A Eop, PR, Aafob K
oar \""PMEK T K \pav, @ |, Am, N

6“1 HAAIJI
5 oy ooy -
oA* da, K P A, <o,
aaz HAA'”
a ob(ob | oK
oar oK@, tah)
3 Ha\ b T
oA’ _oAon oA A o

fhutel + -
By | Oh, Ociy | Ohg OOty Octy

v

i(x @+Pbﬁ)(aﬁ )

oA K\ P aP N\ak, A,
%, " Hoa ’
R (oP ax) N ai,af’(al‘: n _aKJ‘_ la_rca_ﬁm_,
PP 2 a8 F 2
A% ek aP (8P *an,) * oK P\ ar, N, 3K 8P oA, <o,
or . Haa

where the results of Appendices II and III were used to simplify and sign the expressions.
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The modelling of the petroleum exploration and extraction
process for policy analysis: a case study of the Louisiana

onshore region

Omowumi O fledare, Allan G Pulsipher . :
Center for Energy Studies, Louisiana State University, Baton Rouge, Louisiana 70803

This paper presents a region-specific analytical model of petroleum explora-
tion, development, and extraction. The model is estimated and simulated to
. investigate the effects of natural gas and crude ofl prices, severance and royalty
taxes, and the corporate tax rate on petrolenm drilling, new reserve additions,
and production in onshore Louisiana. Our simulation results suggest that drili-
ing, reserve additions, and the production of oil and gas have relatively-low
" sensitivity to changes in severance oil and gas tax rates. In addjtion, we found
that drilling, reserve additions, and petroleum production in onshore Louisiana
are relatively price- and tax-inelastic. We also found that the response of drill-
ing, reserve additions, and production in South Louisiana, though equally in- .
elastic with respect to prices, corporate taxes, and royalty, is generally more
sensitive to changes in petroleum drilling determinants than they are in North

Louigiana.

Introduction

The majority of models developed to analyse petroleum supply in the US following the 1973
oil embargo suffer from a number of shortcomings. Specifically, these models are either pure
geological and engineering models which exclude the effects of economic factors on oil and
gas supply, or econometric models which do not account for engineering, geophysical, and
geological factors affecting petroleum resource development. In addition, these modelling
frameworks are national in scope, and tend to obscure the regional characteristics that are
unique to individual petroleum basins. Thus, neither of these modelling approaches have

" performed satisfactorily in explaining or predicting how the fitms in the US oil and gas indus-
-ty explore for new reserves, develop reserve additions, and produce oil and gas reserves.

More recently, however, region-specific models of petroleum exploration and extraction
have been developed for the states of California (Deacon ef al. 1990), and West Virgipia
(lledare 1990). Furthermore, a hybrid modelling framework has been equused for a.nalysmg
petroleum exploration and extraction behaviour in direct response to the shortcomings of a
pure geological and engineering model or econometric models (Walls 1992). Such'a model

framework was used to describe the oil and gas supply process in coastal Louisiana (Dupont
-1993), and thie Gulf of Mexico Outer Continental Shelf (OCS) (Walls 1994)..
The analytical model presented in this paper is a region-specific hybrid model. The

model framework assumes t h
reserve development effort is profit maximization,

hat the fundamental driving force underlying exploration and
subject to a diminishing rate of reserve




